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(Malmo,. Sweden: School of Elucation) No. 45, 1974.
This relacirt discusses the development of b. technique fqr a coinputer-bised
content analysis. 'It,presents a ,flow-chart of different stages in the de-

- signing of an Analysis of Concepts by Data-processing. ,The acronym
ANACONDA is the'name that has been given to this technique. A condensed
preliminary version.of ANACONDA ip presented and empirical results are
shown from the application of the technique by independent coders to test
materfa. The entire test material has been cheaedv in order to obtain a
faultlessly" punched and 'Ended text. Empirical data are presented from this
check. In conclusion the next steps are discussdd: (1) scaling of qualifiers
and (2) construction of registers,.
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1. SOME INTRODUCTORY NOTES

When one has a complex verbal material with a low degree of structuriza-
tion, a goal- oriented analysis becomes extremely onerous. As a result,
researchers often try to avoid this situation by conseructing."assessment
scales" containing statements or questions with fixed.alternative answers.

ts
IThey are easier/to handle froth the processing point of view, even though

=

the gathering of information in the form of e.g. an interview would have
°

been more suitable. Manual analyses of verbal data are in addition often
-,;,determined in far too great a degree by practical considerations rather .

than by what is desirable from a scientific viewpoint. The fesul 'of such ,

an approach is that the analysis is usually limited by simple friquency .

compari:sonsi, which means that much information that is relevant for the
investigation is lost. In order to avoid such rough analys&g, the; researcher
should create quantities of data with a high degree of structurization, .

The computer can be used for the handling and processing of text. But -

an autoxhatizatiori Of text analyses presupposes a coding of text and com-
puter programs that direct the processing of natural Ian age. Content

. .... .
analysis techniques based on the,use of computers have been developed
within widely separated fields (see Gerbner, Holsti, ippendorff,
Paisley & Stone, 1969). If computer-basedanalysis to hniques are de-
veloped, the content analysis process will become fl ible and the technique.. .

can thereby be used for processing large quantities f verbal data. In
addition it becomes possible to refine the analysis t chnique so that
better statistical models can be used than has so far been the case.
Computer-based analysis techniques permit a greater .dispersion of in-
formation in complex material that is difficult to survey:41'1ns in its turn
produces much'more detailed analyses than a manually conducted ana-
lysis would allow. But at the same time automatic storage and processing
of text presupposes that the storage takes place in aFcordance with a
given format. The forniat states how each individual element shodrd be
stored so that different elements can be placed in relation to each other
by means of e.g. Boolean algebra.

J
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2. COLLECTION AND PROCESSING OF EMPIRICAL DATA .

The problem of gaining access to and a technique for computer-based
)

content analysis has featured largely in a research project on search and
steering strategies in educatiosnal and psychological research planning.
This project is financed by the Swedish Board of Education. The work
within this project was, initiated with an interview study involving forty
randomly selected researchers working in departments of educational
and psychological research in Sweden (see B. Bierschenk, 1974). The
material was collected during May, 1973. The interviews were recorded,
on audio-tape. The recorded interviews have then been written out by
secretaries, but without the use of any phonetical, transcription. The
total material now comprises approximately 4,000 pages of text,,
measuring 21x29 cm. These are first to be prepared manually by the
insertion of syntactical codes, :so that the interview data can then be
processed.by the computer UNIVA,C CD 3600, without the.of4inal struc-
ture of the text being lost. '

In order to be able to carry out an Analysis of Concepts by Data-
processing. (ANACONDA), rules have been worked out for the manual

..

coding and a condensed preliminary version of ANACONDA will be pre-
sented in this report. Empirical results of application of ANACONDA to
test material by independent coders are presented. Furthermore, a
check of the punching and the punch cards has been carried out in order
to attain perfect material and the control is described in this report.

The check of the intercoder agreement in the application of ANA -,
CONDA has been carried out by Berg and the results are reported in
detail in Berg (1974). The construction of rules for ANACONDA has
been worked out by the linguist I. Bierschenk.. A preliminary version and
some evaluation data axe presented in I. Bierschenk (1974).

. ;
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3. PRINCIPLES FOR CODINQ NATURAL LANOUAGE
\

The text material of the interviews must be formalized, which means
breaking it down into smaller units such as clauses, phrases, groups of
words or single words. This does not mean, however, that this analysis,
is based onsyntax, bust it is instead based on the conceptual context (mo-
dels, images) underlying an utterance. The conceptual basis is the meaning
of an utterance. We assume that.there'is a covered structure, namely are
speaker 's thought (what he wishes to say) and an uncovered structure (that
which in reality is said and heard). If an utterance is to have "meaning",
it must be comprehensible, which need not be the same'as being gramma-
tically correct.

,

Seen in this way, an utterance consists of a conceptualization. The
basic unit of the conceptualization is the concept. A single word can have/
meaning (e. g. represent a conceptualization) when it is Afttered in a par/
ticular situation, in a partictilar context to a Particular person and it tlien_
forms a concept,.

In this context it can also be of interest fomention that in principle.
the generative theories adolit.the' same point of view (cf. M4Iller, 1969,
p. 67). According to Schank .(1972, there_are two elemental kinds
of concepts. A concept can be either (1) independent or (2) dependent. By
independent concepts are meant all that are interpretable in isolation. By
dependent concepts are meant attributes,or modifiers. Components with
independent meaning are e.g. nominals (subject, object) and actions, often
expressed in verb form. Dependent concepts only become meaningful'
through the concepts that 'are modified by means of the dependent concepts.
From the view point of psychology, an analysis of natural language means
that the elements of the analysis b.rc regarded as concepts and not as words.
In his chapter on the "Identification of conceptualizations underlying natural
language" Schank,(1 973, p. 192) now speaks of "three elemental kinds of
concepts. A concept can b,e either nominal, an action or a modifier". The
independent concepts are those that alone produce conceptualizations.
Schank calls these "picture producers". In other words, they arc different
kinds of nominal s. While Schank (1972,' p..566) alsd considers verbs to be

' independent concepts, he has changed His position in 1973 (see Chap. 5,
'p. 192) where he writes: "An action is what a norrlinal can be said to be
doing". Verbs are classified now solely as expressions of action towards
an object or goal.

Language is an expression of process (actions, events, conditions and
clationships and associated persons, objects and abstr'actions). This

:



process takes place within a structure: the clause.. The process itself issc;f
represented by the verb. Participators-in the process are e.g. perso s ald

. ,
objects. They take the sole of agent-ajid goal. Tlijs role-playing In relation
to,the verb is called transitivity.

This means that we cannot extract information from a text if we only
work with individual words. When people utter a thought, this takes place
as economically as the situation permits. In a dialogue between e. g.
researchers with a common fra me of reference; the researchers can easily
communicate singe they mal,ce use of such verbal representation, that the
same conceptualization is produced in both partiessinvolved (cf. Miller,

7_-

1969, p.;67). Thus, the interview text concerned forms a manifest ouiput
of what is indicated by the speaker.

By conceptualization is meant the individual's use of certain rules for
relating concepts, e.g: grammar. Conceptualizations may be simple or
complex. In this way an utterance in an interview sitiia,tion can be rich in
simultaneously underlying conceptualizations and make it difficult to re-

_

present these in a sentence. Consequently a sentence in a text can contain
4.,

many completely expressed ideas and idea relations. The condensed infor-
matifin, which is a result of the inherent economy in clause-linking this only
bec mes available in a content analysis by means of a supplementation pro-
ce ure. Out in order that 'We may carry out our analysis, a starting point
is needed from which we can build up the structure in an utterance. In this
analysis we begin witlftkie action or the verb. An action Can be said to be
something that an "agent" can achieve in relation to an "object". Agent is
used in the sense "action centre" and aject consists of the means or the
goal of an action. h- i principle only two cases exist, 'namely (1)agent and
object caincide and (2) agent and object consist of two separate units. Modi-
fiers describe the attributes (qualities, relations) that characterize agent,
object or action. For this reason adverbials will be grouped around the..
verb, while different attributes (qualifying and describing) are`arranged
around subject and object.

Early attempts at designing computr-programs that used natural
language were primarily concerned with syntactic analysis. Today re-
searchers in the*field of psycho-linguistics no longer maintain that syn-
tactic analysis essential for the devel Opment of computer programs.
Some have said that it is perhapi not at all necessary t6 use syntactica:na-
lyses (see tchank, 1972, p. 555). But tIrsi," not to say that syntax cannot be
a very useful aid in an analysis of complex interview material. Syntax
implies sequence or the 'elation between the different parts of an utterance.I
There are fixed and mobile positions in this. structure. If thseopositions.are

8



A -
'

i . . t, 4; /
.

I , '
.

made us.,e of in an analykis of text by':arraligingothe 13-sic elements (concepts)
',in classes that 1-47,i`e tfC certain defined,,relatttfri`to each,Other, this facilitates, ,, 1:, V- 0 * , - . °ft.,. con-siders.bly the iSip,c.esses Of prodp.cing,seIttentes,,Wrrespective of whether

4 r.
dtheSequences 4re rbel e manually kor by eqmputet, .or whether syntac-.:.1V4 %1C

/ '

, i'. I . _., ..

tical relations o24`.#sygl-xological relations al-e stipulates and used, Each14. °, -,
. concept categoi:y,canItiereby also be related to pith of the others by' means..

.

. .,, . A . ,... , ' Axi"

4 t .I

of tile 4conditiOns' that are specified for's. cerfairfilecitied analysis purpose:-
, - -7.. 1. r ,,,,,, .° 4 ,e

The ipurpOswof.9tir'analysf.s i's primaity to establ which actions (with
or w .;,:.1*ithout iAil tl. stated`objectsare parHedlOut,.bysearchers.

;

I

I

, I

'S**frer

fi

r.



- 7 -

4. REPRESENTATION 017 STATEMENTS

A formalization of spoken text naturally cannot take place independently of
later stages in the planned analysis. Nor does it in any way replace cate-

,
,gories. Categories are namely the links between the theoretical anchorage
of the research problem and technical aspects of the content analysis. In
principle a content analysis can be carried out in accordance with the three

.. following basic models: (1) the association model, which presents informa-
tion in the forma of statistical correlation's between observable and non-
observable variables, (2) the discourse model, which studies information
defined by means of linguistic relationships and_presents these-relationships
in denotatisons and connotations and (3) the communication model, which
describes information b} means of process and control within a dynamic
interaction system. The choice of model 3 includes models 1 and 2. BiIti
since there are no adequate mathematical models for the last (3) model,
it is model 2 that is most appropriate, considering the interview strategy

4

that has been used. The discourse model describes extra-linguistic pheno-
mena, It 'reproduces (is representative of) events within the source 9f in-
formation. (the researcher) and nominal s occuring in the discussion ("die-
coursethat refer to, separate or connect non-grammatical objects' or
concepts (see Krippenclorff, 1969, p. 102). s ,

The Model presupposes that rules are dravm up, It should be pointed'
out.that this kind of structurization is not possible without a considerable
investment of energy, labor and time. Only when a.highly structured
quantity of data exists can it be used in the practical research work and
when wish at accelerated tempo to extract different types of information.
The, creation of material characterized by a high degree of structurization
should be of.particular importance when it can be assumed that the mate-

, rial will be able to provide answers to future questions, an assumption
ts. which should be relevant in research contexts. ---,,_

-,,,
. The 'researcher's perception (description) and evaluation of the pro-

cess of formulating problems is of primary interest in this study, and
consequently the theories and techniques presented by Osgood (1956, 1959),

,
Stone (1966) and Holsti (1969) are well-suited for an analysis of the interview

material, since it is on the individual researcher's subjective, interketation
of a given situation and action that we wish to focus. The technique and

program that are being developed are based on agent-action-goal-relation-
ship and associated modifiers. In addition to\this segmentation, "themes"

are also extracted from the sentences, so that important information can
be recovered or mediated in addition to the information that becomes

10



available by means of the basic paradigm. Figure 1 presents the different
stages of the analysis.

4.1 Directions for writing out spoken text

The directions that were given for the .writhig down of the interview mate-
rial have not included phonological transcription rules, but the importance'
of an authentic recording of the audio-tape material has been emphasized.
All audible utterances have been written down, .which means that the -

speaker's slips of the tongue, corrections and imcomplete sentences are
inchided.

4. 2 Marking of text

The main problem in an analysis of verbal data fcir the purpose of obtaining
information is that it must be possible to select the relevant material
(concepts and concept relationships) from a quantity Of possibly releVant
material. For this reason the parts of the text that are relevant for the
analysis should be marked. The object of the analysis is the statements
made by the persons interviewed and therefore in the mar(king phase all
interview questions, arguments and counterarguments from the interviewer
are denoted "non-relevant" text.

4. 3 Segmentation of text

A. collection of interview texts or any other texts can be extremely corn-
(

prehensive. Information that is to be extracted from a quantity of text can
in/addition'be very dispersed. In order to find,relevant

4111

information, each
- `

individual, interview must be gone through from beginning to end. The
postulation that there should be a structure in a text perhaps seems some-

.
what trivial in this context, but it is not superfluOus. It is the permanent
structure (established among other,teings by th,e order of the interview
questions) of the interview material that caribe used for a division of'the
large amount of text into manageable sections. It was considered unrealis-
tic (and proved to be so) to treat each individual interview as a unit when

-coding and for this reason the interview material was,divided into seven
qUestion complexes.

4.4 The agent-action-object (AaO) paradigm

Even if if there is no technique for an "objective" analysis that reflects "all"
the dimensions of the language, it is nevertheless possible to make use of
certain general paradigms for an analysis, treatment and structurization 9f
verbal data so tfika information becomes available. Dimensionality is a
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, central concept in behavioral science contexts. Horst (1968,4p. 43) writes:

.(
"The iimportance of this concept as a st&rting p6int for all psychological as
well as other scientific investigation is.not generally reckignized.".
As has been mentioned earlier, every form of scientific' investigation pre-..

.
,.,

he/r
.supposes that the researc makes clear which aspects. a're to be mapped.

.
,This in its turn leads to different' models and data matrices, in which rows

r . .
' usually represent the measu rement objects, of the investigation. Columns

refer to dimensions or attributes in which the objects of the investigation
("indivi84als") are tObe measured. When using psychological tests, assess-, --S,

ment scal s o uestionn..0aires with fixed alte swers, one obtains '

p

test valuesthat can` he used 'directly' for sett m atrices. Iif on the
other hand zinc perinits individuals to formulate their answers as t ey them-,
selv'es wish, some technique is needed to help transform the answe s into
scores. The development-of such an analysis technique is planned. The
intendecl,procssing of the interview material is to lead to scores t t can
be studied by means of statistical models for both "uni-dimension I and
"multi- dimensional" analyses..

"Each w'ritten or spoken text has a basic structure that cons ist of syn-
tactical units, which it should be en ossible to use in the constructio 1of data
matrices. Each syntactical unit (phrases, clauses or sentences) c ,nsists
in turn of "words'' that are,arrangedin pcordarice with the structural
rules of the language. This relationship, together with the develop ent of
computers, has led to a growing interest in,recent years in the aut zation
of content analyses. The computer's processing speed has resulted in ,

attempts also being made to develop algorithms with the help of which it
ti

should be`pos sible to identify ''relevant information" as opposed to an iden-
tification of."words" as they occur in the text. (By algorithm is meant here
a mechanical method of approadh for the transformation of utterances to
unambiguous analytical units.) For this purpose algorithnSical codes must
be developed,ii. e. codes based bn rules for converting source material to
'"equivalent terms".

The pa., ra,.digrn on which Osgood's "Evaluative Assertion Analysis"
good et al, 1956) is based is the AaO paradigm.. Osgood presentsa

metho for sepa'ratfng attitude objects from "common meanings". Each
text is tr formed into a, succession of simple syntactical relationships.
The text is fo according to the following model:

attitude object / connector / evaluating term
atittude object, conne ctor / attitude object2



.,
. , By the term attitude object,' Osgood (1956, p.. 47) .denotes a message that

c.

can be limited in, a general linguistic context ( "common meaning materials;').
Attitude objects afire primairily.noune, _which, are placed in an evaluation

.

scale dependent on predicative statements and attributes that are ascribed
to these-attitude objects.in thetext. In this way the methdd is considered-to
measure attitudes or evaluations of certain phenomena. The method is itOptifficient for our purposes, however, since it neither makes use of the ..,

'ntires text ,nor exploits the processing capacity of the computer.
A further development of Osgood's method into a computer-based ana

lysis is presented by Holsti ,(19t9). While the former method uses nouns
and adjectives, the latter also takes verbs into consideration as being of.
importance for the evaluation, ofobjeCts. Hoisti's technique also permits

;coding of the theme of the sentence e. g. negation, tense and modality. The
basis of this method is'syntactical coding. The first step in Holsti's ana-
lysis is that one determines (1) agent and modifier, (2) action and modifier
and (3) goal and modifier. By means of numerical codes, the agent (3) is
linked with its qualifiers 'by e.g. a verb (4) with its qualifiers to the goal
(7) with its qualifiers. "this linking can be illustrated with the follOwing
ctincrete example from our material:
We (I) can say that / the resource 'situation / 3 has / 4 the.whole time, 4
exercised pressure on / 4 ,problem definition / 7 problem limitation / 7.
"I can say that" expresses the. speaker's opinion on the continuation and
need not be coded. Exercise pressure on cannot be separated, since the
three words belong together, within the expression (although pressure is
not a verb). In addition the verb expresses direct action ,towards a goal.
The 3-4-7 relationship states the direction of the action.

Holsti's analysis technique has been developed with the written text
as staffing-point. Such texts are carefully-prepared works, while our'

-

material is*poken text. Our startirig,point has been Holsti's agent-action-
object-go5.1 paradigni, but we wish to integrate Schank's psychological.
arguments into our continued work. When applying Holsti's method on the
Swedish material, it soon became apparent however, that we needed to
expajd the codes. Codes for attrib4tes to agent-action-goal and codes for
different kinds of'qualifiers were re,latecl to eleMental concepts by means
of a two-figure code system, in which the second figure states the respec-

it's

'tive modifier.

4.5 Development of rules for formalization of text

A system mfoir the recovery Of information should ideally be able to be used
for every possible selection and not just for a selection of such material as

".
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appears to be relevant on a certain given occasion. The demand on the
degree of struazarization of the data quantity grows with increasing quanti-

..

ties of data, the frequency of use of the data quantity (search for information)
and increasing specification of problems. The concepts or statements
(conceptualizations) that exist in the data quantity must be predictable. A

'comptiter-Rased presentation of relevant information is based on predictable
'relationships" between concepts and predictable statements. A preliminary
attempt at developing rules for an Analysisiof Concepts by Data-processing
(ANACONDA)thas been made (I, Bierschenk, 1974). Tfriallcoding s have been
carried outend intercoder agreement has been calculated (Berg; 1974,
I. Bierschenk, 1974). Usiig ANACONDA, about J t% of the interview mates
rial has een prepared for manualkprocessing. Sone computer programs.
for sim Ler proc'essings are already in exigence.

4.6 Allotment of codes to text

If we wish to 'guaranteethatan.analysis of texts leads to recovery of infor-
mation that is relevant to'an investigation, we should choose for the ana-
lysis a technique that makes use of syntax. This means.that the original
relationships that exist between concepts and statements are preserved.

In the analysis each concept holding information that has a different
AfunctiOn in the clause than the other parts has been picked out. Each "unit",'

consisting of one or more words, is allotted a code. These 'codes are
divided into the two basic units of the analysis mentioned earlier, with the
following four main categories: 30, 40, 50, 70 (not 60, since 50 and 60 are
easily mistaken for 'each -other when data transcriptions are read). In '.

principle, these figures follow 1-lolsti (1969). The first figure corresponds
to the following four categories: agent, action, ,object (means, goal). The. .second figure'states the independent or the dependent concept. .The depen-
dent concepts' that Function, as different kinds of qtialifiers are allotted
figures that p.re immediately dominated by the independent concept: Agent,
for example, is given the figure 30 (0 = independent concept) and an

r
adjec-

tive that describes the agent is given the figure 32, In addition to the indi-
vidual parts of the clause, the statement's tense, mood etc. (see pp 1 4-1 5)
are coded. In addition there are a number of codes .for overall structures
that the coding of separate units cannot give. A theme has been defined as
a syntactic unit which .consists of either (1)-a m- ain clause or (2) main
clause ÷ one or more subordinate clauses On the basis of ANACONDA a
test material has been prepar_ed in accordance with the format presented
on PP 5- -2--

4 r-
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. The maximal unit is a sentence, which an.lpe divided into clauses of
, 4different dbgrees. A. sentence is complete as soon as.it contains the two
'main constituents, subject and verb (phrase). This analysis,works with the.

C
sequence of clauses. Therefore`the main clause (the first column) can also .

be called the first clause. In the example (figure 2) the subject in the first
clause has a postpositive qualification in the, form of a whole clau-se,-which,
must therefore be introduced in some other columr .'This is done by means
of the figure 3in column 68 which states that the Ix e'ole sentences first, ...

subprdiriate clause is to be found in columns 69 and 70. The first clause
continues in columns 66 and 67, -which is stated in Column 71. The object

. ,

in the clause, is a th,at-claiise and since it is '' clause- worthy" it must be
placed directly in the next empty column (3), ,which is stated in column 74.
Thus, the object of the "main clause!' consists of three clauses.

Since this analysis is to c/pture the function of each individual unit in
a clause, it is sometimes' necessary to have. double coding in the form of
cl.use subordinators. Here a "that" introduces a new clause. but has no

other function. "Which", on the other hand, has a function. In the first and
third cases, "which" changes function from qualifier to object, in the se-.
cond case from,qualifier to subject.

Figure-3 on P 17 pi.eoents the flow chart for a computer search for the text
example shown F.gure 2, Only such structures as can be stated expilLitly
can be delegated to a computer-based *-stern. Each deSired facet cannot
be stated in advance, nor be extracted from a text material. For this reason,
we have, in addition to the segmentation discussed, also devised codes for
the main theme, so that the fundamental information, which cannot be re-
gained or'mediated by means of this clause code, does not get lost.

.

CODING SCHEDULE

Col. Variallle Pos.
Identification

1-2 Interyiel.ved perstn No. 01 -40
3-4 Question No, 01 -n,
5-8 Sentende No. 0001 -n

-10 Concept No. in sentence 01 -n

Ce\ Clause codes Pos.

11 Source of statement 1, Z

Comments

Comments

1 z the speaker him-
self

2 = someone other
than the 'speaker
has ra,-de the
statement



12

13

4

15

Negation

Tense

hifOod

C'Lndition

Ca se

17 Concession

.)18 2:esult or intention

19
ICOntrast

- '15 -

4

1; 2, 3--

' 1, 2, 3

1,2,3,4

20 Comparison 1

21 Question 1

22 Assumption 1 ...

23 Volition 1

24 Number of cards (lines) with 2 -9
word units in chich there is
not room for the unit on one
line .-:,,,,

25

26- 65

Interrelation between cards
(lines) containing tke same
word.unit

Text

1-9

4s-

Summary: main categories

Code Content

30 Agent
31. Qualhaer of agent (before)

q'
32 Des 'c.iiiption of agent

1 = not, rto, none, not
body,,nothing

2 = hardly or the like
3 = neither - nor
1 = present time, refers

whenhen 'statement is
made

= past time from the
'occasion when state-
ment is made

3 F future time from the
.occasion when state-
ment is made

Z

1 = indicative
2 = imperative'
3 = co unotive%
4 = mod f auxiliaries

= the cditional c147.se
2 = the corollary
1 ::/the causal clause
2 = corollary
I = the concession
2= the restriction
1 = "the main 'clause"
2 = result/intention

clause\
1 = either, admittedly,

on the one nd
2 = --- or, --- btat, on

the other hand
1 = occurrence
1 = occurrence
1 = occurrence
1 = occurrence.



-
- 16 -

33 Qualifier of agent (after)
40 Verb, 'verb phrase

Copula-verb
Clause adverbial (clause modifier)

43 Time adverbial, (when?)
44 Place adverbial (where?)
45 Manner-degree adverbial (how?)
46 Aclerb or other wor d' stating comparison, contrast etc.
50 Direct object
51 Qualifier of direct object (before)
52 Description of direct object
53 Qualifier of direct object (after)
70 Object of goal
71 Qualifier of object of goal (before)
72 Description of object of ,goal
73 Qualifier of object of goal (after)

Clause codes Pos.
66-67 Main clause columns

68 Reference column for sub- 2, 3, 4 5
ordinate clause columns

69 -70 'First subordinate clausb
co lump

71 111,Reference column for other 1, 3, 4, 5
subordinate clause columns
or a looping back to main
clause

Comments

two-figure codes

two-figure Codes

74i73 Sewid,,subor.dinate clause two-figure codes
g

70r- --4 , 00, columns
74 Reference column for other 1, 2, 4, 5

subordinate clause columns
or a looping back to main
clause

75-76 Third subordinate clause two- figure codes
columns

77 Reference column for other
subordinate clause columns or
a looping back to main clause

78-79 Fourth subordinate clause
columns

80 Reference column for other
subordinate clause columns
or a looping back to main
clause

1, 2, 3.5.

1, 2, 3, 4

two-figure codes.
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4. 7 Supplementation of text c

Some sentences can be fragments that cannot be supplemented into inde-
pendent conceptualizations, i.e. agent -4.tion-gbject (AaO). In these cases
in which the coder does not un.derstand An utterance, it is to be deleted.,
The utterance must be completely comprehensible, which means that
different types of relation words (e.g. 'Pronouns and adverbs) must_be ,

supplemente21 o their right meaning (referent) in the context., Supplements
are placed in parenthesis, so that ple analysis does not lapse track of what
the person interviewed in, fact says. When choosing the words to be used in
the sipPlements, those already \Isedby the person ',nterviewed are taken

the context t=oes not,n-_,Ike this %impossible.

Some deletions are in ide ,.hen the material is segmented. When de-
_

fining a sentence, one cannot al v.-a vs assume that each sentence in tlieteg.
?las bten concluded v..itn fullstop. A unit betv.een tv.o fullstops can C0f..:iSt
of several sentences, either separated 1-, rneaLs of pauses that art
it the transcription by a series of dots or fragrr.-i..nts which can be supple-
mented and made into complete sentences. Another v,ay of !narking that.

beginning and end isby linking vi:th ''3.nd or other conjunctions, vrh....c1:. in.
this analysis are taken as being the first unit in a sentence and coded as
''having no'meaning". (This does not apply to an "and" that links two ob-
jects in the same clause. )'Iri the eases in v!luch obvious corrections are
made by the person interviewed, the utterance that is immediately corrected
is not coded.

4.8 Selection of coders and choice of criteria for intercoder agreement

The computer-based processing of text according to ANACONDA is based
on pattern recognition and the treatment of manually inserted clause codes.
The assessments which e.g. two Independent assessors give for an "info'r-
mation unit" with respect to the same category can best be considered as
par allel "tests", which at th,e'same time assi.,imes that both assessors have.
"identical" frames .of reference or syster'ns of relationships. An examina-
tion of the precision of the coding done by the assessors is one of the 'pre
requisites if we are to be able to demonstrate the objectivity m content
analytical processing of verbal material: ,The of the assessors'
coding is above all a problem of cornmunication. z, e. the precision of the
coding is dependent on .the cornmunicabiLty of the criteria stated in ANA-
CCINDA. To summarize, it can be said that the reliability of the coding is

'a function of (1) the unequivocality of the inforrnatioRun:ts, (2) the un-
equivocality of manual and category functions and (3`) -issessors' special

21
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frame of reference, e. g. knowledge'of linguis4cs and knowledge of the'"
subject. The assessors form the measuring instrument in the analysis.

'addition the unequivocality of the infoirmation contained in the 'basic units
influences the reliabilityto a,large degzee. B4t since it is very difficult,
if not impo'ssible, to get the entire process under control, the passibility
of increasing the 'reliability is usuaf limited to manipulation with the
assessors and /or manual..For this ieason it more justifiable to use the
term "interceder agreement", at least as long as the allotment of codes
cannot take place mechanically. 4" 4

If we have esti-Mated the inter-coder agreement, irrespective of which
method of estimation has been used, it is usually very difficult to judge
'whether the calculated index value can be considered satisfactory. It can
be very difficult to determine a reasonable level Of agreement, since there
is no simple solution to this problem. Moreover, it is only posgible to
decide what can -be considered a satisfactory- ''r'eliable" coding within the
frame pf a given problem.

Starting from a coded material of this kind, analyses can be carried
out that are based on the discotirse model (Krippendorff, 1969, p. 80). By
means of this model, it b'ecornespossibleto represent events or ideas
within the source of information (the resea.r9her). The use of the model
presupposes that independent coders can allot codes to the text with a s
factory level of agreement. As the .criterion we have stipulated 80% ag, ee-
ment.

Two methods of assessment were applied. The first Method (.001sgobd

e-

et al, 1956, .p. 57) states the proportional agreement. Segment markings;
SupAl--nentations, cOding. of subject, object, verb -.and modifiers wer
assessed according to this method. -psgood's technique was applie ri-

,
marily with the purpose of making it possible to compare our results with
those presented by Osgood.

The second method is based on the binomial division hypothesis. By
means of the binomial test {Siegel, 1956, p. 40).; the extent to which the
criterion (80% agreements -vas -fulfilled ds studied. An observed value

,

agree-
ment

is less than the test $ z-1, 64 stz_tes that the intercoder agree-
. .. -. .

ment does not fulfill the criterion. .,-- ., ..

_ ..- . ..,
The persons- vho have coded the .nter.iev.. material have within.-the

framework of the Sol-:-project deve'oped ANACONDA. In addition an attempt
was made to train two addatial,ai coders. This attempt h?is for various
reasons, however, been abandoned. The per ns who %were-Ito code one
part of the.interview n-mteridi %Cexe trait t: ' for ai.ova. 15 hours in th'e use

f 22.r.
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of the first version ANACONDA. They pradtised (1) separating relevant
from nori-relevint text material, (2) segrrieit.ki 'ng textupito meaningful units
and (3) identifying syntactical relationships. In addition they practisecip(4)
writing word units in sequence in accordance with a pattern, (5) differen- .

e-tiating betl.veen types of clause 'according to definition and (6) interpreting
analysis'unitsandarranging codes (see I. Biersclrenk, 1;974, p. 16).

.By nc/w the developmental work with ANACONDA has reached the point
at which, according to Figure 1, we have to estimate the intercoder agree-..
ment. Some ofthe empirical results of the evaluation will be presented next.
But the stepsbelow the "criterion of intercoder agreement" in Figure 1 will
not be.pursued further here. Instead these steps will be discussed briefly
in Chapter 6.

23
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5, INTERCODER AGREEMENT: SOME EMPIRICAL RESULTS

5.1 Intercoder agreement

If we are to be able to develop a technique for a computer- based, content
analysis, it will be necespary_for us_to create a system of rules that two
or more independent coders can use with a high degree of mutual agreement.
Berg (1974) calculated the agreement between two independent coders. This .

scrutiny concerned (1) supplementation and deletion, (2) segmentation and
(3) allotment of codes.

By means of a random table, four interview subjects (31, 2, 40 and 33)
were picked out from the intemj,etved sample of researchers. From the
respective interviews,. four interview questioiand 8) comerning
information and documentation have been chosen. It can be assumed that

Jthe information that will be extracted from the text will be relatively con-
crete and consequently easy to interpret. Th.s should be. an advantage in
the development of a new technique.

The interview question were to be coded in their entirety, so that the
context of the discussion could be used in supplementation. Spreading the
selection of text ovefthe entire text or overall the subjects has been con-
sidered an unsuitable method of procedure.

The intercoder agreement was examined with regard to
1. segmentation of concepts. A check is made of whether both coders

have supplemented and deleted identical words.

2. segmentation of clauses.. check is made of whether the coders have
identical sentences,

3. allotment of codes to concepts. A check is made of whether both coders
have allotted identical codes to one and the same concept.

4.' allotrritnt of codes to themes. A check is made of whether both coders
h'a've alloted identical codes to one and the same theme in'a. sentence.

All the comparisons are of the same type i, e, either, there is agreement or
not, -The number of common assessments has been noted. In addition the
total number of assessment and the number r assessments each coder
has made separately have been calculated. A detailed .scrutznization and
corrprehensive documentation may be found in Berg (1974). Here, how-

. ever, only a summarizing table will be presented, with the values for
points 1 to 4 above. The values have been taken from Berg (19,74, p. 30)
and will be presented in reorganized form.
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Table 1. Summary of intercoder agreement in applying ANACONDA

Steps in the
analysis

Segmentation of
oncepts (1)

Segmentation of
clause s 2)

Allotment of codes
6 concepts (3)

Allotment of codes
to themes: source,.time, mode (4)

Segmentation of
concepts before
Check on com-
parable text

-Allotment of codes
to concepts before
check on corn-
paxabl e concepts

Interview_persOn No..
31 2

z 3.92 2..20 -.58
.88 .86 .82

N 799 1098 237

z 2. 82 2. 64 . .67
:et: 75

.94 .93
...
.92

N 165 227 47

7.64 9M2
'.91 .92

841 1089

7.33 5.51
.98 .93

N 320 397.

z -9.89 .13.08
i .77 .76
N 1013 1377

z -2.47 -4:52
.83 .82

N 992 1328

33

3.21
.86

1.255

-2.76

.84
246

1.16 8. 51'
83 ,90_

222 - 1190

1.40 4.37
.93 .93

83 , 422',

-4.71 -17.60
.76 .74

27 2 1673

-6.23 -10.40
.73 .78

283 1549

z to ste.-:-:value., binomial test
prolVability: p <
tl}at ditec,criterion .80 has riftt

hibeen achieved
i Osgood's index for agreement
V total number of assessments

*IP 40 has given oral comments to
question 5. Questions 6 and 7
were answered by filling in a
questionnaire, while the IP
did not comment on question 8.

The checks of the intercoder agreement in the steps of the analysis carried
out so far show that segmentation can be done with a satisfactorily high
level Vagreement. As Table 1 shows, Osgood's index for agreement is
;between .74 and .98. Spiegel n, Terwilliger & Fearing (1953, p; 175)
,give as the minimum requirem nt an inde value ;hat is equal to or greater
than ,75, irrespective of the method by w ch the intercoder agreement ha's
been estimated, good (1956, ::1. 59) himself reports index values of
between .64 and .88. Our result is by comparison very satisfactory, since
the analysis this report is dealiAg with is much more detailed and com-

a

, prehensive. In addition the interview material contains for natural reasons
greater variations, while at the Jame time it is less complete than Osgood's

,printed material.

25
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The binomial-test shows, however, thathe critical value .80 could
not be.established in every case. As'is shown in Table 1, neither the "seg-
mentation of concepts before a check on comparable text" nor the "allotment
of codes to concepts before a' check on comparable concepts" has resulted

, .
In satisfactory.vahies. This is caused by,thelaCk of unequivocal rules. If*,
for example, one coder uses the term "researcher" while another describes
the same person as a "behaviorist", this leads to differences in supplemen-
tation. This difference can, however, be nullified by e. g. appropriate con-
struction obregisters and. facetting. All the supplementations'are markei?
in paren\hesis, which makes it pbssible for 'us to analyse the rnaterfvf both
with and without supplementations and thus investigate 4.11e extent to 'which
this leads to different results.

The index values reported above the line are eori;arable with the re-
sults that we would have got by limiting concepts in written text. As can be
seen from Table 1, the adreement is very good. though .with the excei?tibn
of "Segmentation of clauses" in interview No. 33. This is ,probably a result
of there being a large number of unsupplerneilted clauses (see Berg1/41974,
p. 2,3).

Attributes and adv'erbs have obviously Caused most of the deviations in
the Coding. The agreement for, attributes is admittedly over 803,', blit some
of the deviations could be explaine'cl'by the confusion that has occurred bet'-',
ween the two categories. Thus, the coding of e.g. "Researcher A in Malmo

low
has partly been as-an adverb of place "in Malmo" and partly as a post-.
positive attribute. In addition there has been oonfusion be twegen adverbs' of
time and degree. In, the clause ')I read daily", the word 'daily' has been
coded both as a statement of time (adverb of time)and as a statawnt of
.frequency (adverb of degree). Concerning the examples presented heie,
the rules will be improved.

5. 2 Control of punch cards

It is important that the text material that is to form the basis for the further
clevelopment,.of ANACONDA is faultless.' Otherwise it would be very
cult if not impossible to determine whether a:fault is caused by incorrect
codingor by some deficiency in the test material. For this reason,the text
material transferred to punch cards has been checked both for faillts
despite correct coding and for faults resulting from incorrect coding. A
detailed examination has been made and documented by I. Bierschenk (1974).

The test material comprises about 37, 000 punch cards. The punching
was carried out by the punc'hing machine operator at the Department of
Educational and Psychological Research, Malmo Salool of Education. A

..A



selection of punch cards (10%) was handed to the Data Processing Centre
for Redearch and Higher Education in Lund. The,punchings were then
examined for (1) identification faults (ip, no, question no, sentence; no,
word no), (2) theme (source, negation, tense, case, other clause themes),
(3) text (spelling, parenthesis, other text), (4) content (concepts, clause
column).

The result of this examination is presented in cpndensed form in
Table 2. (For more detailed information, see I. Bierschenk, 1974, p:.31).

Table 2. Punching and control-punching. Observed' and relative frequency
calculated on 70, 26t) punches

A'

Category . Specification . Punching
f %

, Control-punching

Identification 7 .01 4 .01
2 Theme 3 , 00 8 .01
3 Text . 26 .04 102 .' .14
4 . Content 22 .03 32 ), . 05

5g .08 146 .21

From Table 2 it emerges that the control-p43nchifigs have been carried out
Jess well than the original punchings. The similarities are greatest within
categtrieA rand 2, white the' differences are greatest within category 3.
This can be explained by the fact'that numerical codes (cat. 1 anc12) are
more common for the machine punching)dperators and occut less frequently
in this matekial. In addition there is a system in the theme codes. Source,
tense and case are always punched, while negation and other clause themes
are only punched when`they occur. But category 4 also contains numerical
punching. Incorrect punching has serious consequences if e.g. a verb is
placed in some noun. (object,. subject).category. Moreover, it is an extremely
time-consuming and difficult job to check all the concepts inclvded iii each
respective code.

Mistakes in category 3 mean-among other.things that the parenthesis
sign has been neglected. This sign is impOirtant, however, when we wish

to keep apart agtual 'statements and implied or .imagined ones.
In drder t1 at we should be able to form an idea of the consequences

of the content codesillr'oilghout the entire material, all the material was
corrected. Thereby it became ssible to draw up a protocOl with all errors.
The text of all forty interview persons was examined on, questions 5, 6, 7
and 8, card by card, and every error was registered. The results of the
examination are presented in condensed form in Table '3. (For more 4-
tailed information, seedii Biersch04nk, 1974, p. 38. )

2'7
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Table. 3. Pgching and coding errors in examination of the total punched
material: Observed and relative frequency calculated on'
702,600 punches

Category Specifiza-ton Punching
).f %

Coding
f %

1 ' -
2 Theme 6 .00 53 .00 59 .630
3 Text 182 .03 34 .00 . 216 .00
4 Content 88 .00 99 .00 187 .03

276 .04 186 .034 462 .07.

°As can be seen in Table 3, the greater part of the errors depend on the
punching. Corrections withiri category 4 covariate with alterations in the
text. But since the examination made' showed that we in future only need
calculate with approximately . Acra punching errors and .03%' coding errors,)
they are with regard to the clause 'columns a negligible factor.

28
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6. STR.UCTURED REGIST'ERS

Before a computerized analysis of information can be realized, the researcher
must state his theortical standpoint, i, e. define his concepts. It is necessary
to establish, in, advance which aspects of the material are to be paid attention.
Categoric ,form the link between the theoretical anchorage of the research
problem and the technital aspects of the arialy`sisof information. By means
of regiSters, intended to be used for content analytic treatment of texts, .

natural language is transformed into formalized language. This transforma-
tion assumes a purpose or a theory. The questions that have guided the
interview with researchers at the departments of educational research are
based on the assumption' that the initial phase of the research is influenced
by

1. the qualitie,s of individual researchers and the social. system within
which they have to act and react - constraints

2. the interests, motivation and role-behaviors of individual researchers
- intervene' ig variables

3.. recommendations for changes or improvements of e. g. research
planning - research policy

r-Our hope is that we shall be able to answer at least three quespions:

1. Which criteria guide the researcher's approach during the initial phise
of the research, i.e. what values do the researchers_have?

2. What actions do the researchers take during the initial phase of the
research and how are these evaluated?

3. What steering mechanismSinfluence the development of the initial
research phase?

But what situations and actions are to be extracted from the present mate-
rial and hovi are they to be evaluated?' Tlise questions must be answered
in connection with the construction of structured registers. In principle
each individual concept in the text can form its own category.

Irrespective of how the registers are built up, it should be of great
help if e. g. proper nouns and place. references form separate facets. If it
should prove- to be desirable to have facetted registers, the analysis must
begin with the recognition of individual concept patterns in the text according
to a register. The analysis technique that is to be developed for the inter-
view material demands at least four different registers: (1) Independent
concepts (subject and object terms), (2) Dependent concepts (adjectives/
attributes), (3) Actions /kopula (verbs), (4) Dependent concepts (adverbs).

With the help of the computer, lists are produced of these parts of
speech. Registers are then compiled on the bases of these lists. Criteria
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for the selliction'of important concepts already exist to some extent in the
form of the question complexes that are dealt with in the interview. By
means of the KWIC program, the registers can be adapted very closely to,
the verbal 'behavior of the researchers.

In con structing registers 2-4, Osgood's semantic differentials were
used. Each is defined with regard to (1) evaluation, (2) activity and
(3) potency. The assessment is made according to seven-point and bipolar

.,scales with the respective pairs of adjectives (il) negative/positive,
...TZ)p.asSive/active and (3) weak/strong. The advantage of this scaling tech-
' pique ihat it is simple to use and that we can study three independent

ky-wdimension,g. By means of the evaluation dimension, the extent to which the
researcher' assesses different aspects as good or bad can be studied, The
activity dimension measures the extent to which the researcher considers
that a particular 'aspect has influenced the development of project outlines
or.behaviAr during the initial phaseof the research process. The potency

-dimerision measures theme researcher's sensitivity or responsiveness.
Dimensions two and threectogether expre'ss dynamics.

It is assumed that assessors can make reliable and valid assessments
of the tendency and intensity of a statement. An initial analysis for deter-

.

mining the reliability of the scaling of adjective ar verb has been carried
7 .

out. The results. are presentedin Table 4:

table 4. Intraclass correlation in the scaling of modifiers and actions

Class° Pa rs of adjectives'
Ne we/ Pas sive/ Weak/

. positive active strong

Modifiers .90 98 1. 00
Actions ;97 .98

I

As is shown in Table 4, the words within each group are assessed very
sirnilarl* An evaluation of the inter-assessor agreement has shown, how-
ever, that the assessors have differing ideas in the evaluation of both
modifiers and actions. One example of this dissimilarity in the assessment
can be g4ven 'with the modifier "psychological". Depending on whether the
word stancls.before or after its main word, the assessment could be made
in different ways. If "psychological methods'" are named in the text, the
word "pbychological" can be treated as an adjective. If on the other hand"
the textsmenti'ons "methods in psyc iolog ' , the word is deScriptive and in
the second case explanatory. The wor
in the ,way shoWn in Table 5: ;
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Table 5. Assessment scores of the modifier: psychological

Asses soi Dimension
1 2 - 3

1 '5 5 5
2 6 6 -6
3 4 4 6

The example given jn Table' 5 reflects the different references made by the ,

assessors to the word "psychological". Even thOugh the agreement in the
assessment is low, the average nevertheless appears tcobe a good approxi-
mation of the sense in which the word is' commonly used. The result shows
that the word "psychological" as a descriptive term is not wholly neutral.
The fact that the agreement between the assessors is low can be explained
partly by their different backgrounds, partly by the circumstance that the
assessment was carried out without any special instruatings having been
given. Thus, the way in which a person himielf chooses an expression is
our main concern. One could admittedly claim that (1) methods in psycho-..
logy and (2) psychological methods are equivalent forms of expression for
the, same conceptualization. But the coding of the text must permit us td
state content and not only position. The content is not determined until
further steps have been carried out, i. e. the scaling.

6. I Facets ,
A content analysis presupposes categories or facets. Concepts, idiomatic
expressions or phrases represent thereby a variable according to a certain
given theory. The fundamental means of appiloach in a content analysis is
to identify these "signs", so that they can be coded according to the categdry
to which they belong (Stone, 1966, pp. 170-186). In a content analysis,
however, it is seldom so that the analysis concerns only one "category", but
instead the interest concerns the relation between categories. The cate-
gories form the semantic and empirical anchorage of the analysis, since
individual conceits are defined according to the researcher's conceptuar
lization, %E. category systems.

Registers for .coritent analytical proCessing funotion as links between
the natural language and a more formal, theory-oriented language. At the
present stage of the,analysis it is difficult to establish how the information
made available with the help of the coding System presented and informa-
tion such as specific theory-Oriented concept groups should best be used.
The building up of structured registers should, however, aim at

I. the possibility of being able to test several theories
2. clegr .4r.risions of relevant 'facets and
3. if possible, the statement of the relations' between individual facets,

e.g. proper noun & institution, proper noun & role, etc.
31



Thus the construction .e our registers involves both a classification of the $4.

material into evaluating categories and thematic cralssifications. If we are
to be able to carry out the analysis successflly, it seems at present as if
we.must each arecis i on some form of lacetting.

32

I

4



- 30 -

7. REFERENCES

Berg, M. ReliabilitetsprOvning av en metod for innehillsanalys av iritervjAkti.
text. /Reliability testing of a method of content analysis applied to
interview texts. / Testkonstruktion och testda.ta, No. 26, 1974.

Bierschenk, B. Perception, strukturering och precisering av pedagogiska t'.4

och psykologiska forskningsproblem p pedagogiska institutioner i Sve-
rige. /Perception, structuring and definition of educational'and psycho-
logical research problems at departments of education in Sweden./
Pedagogisk-psykologiska problem,. No. 254, 1974,

Bierschenk, I. Konstrulaion av ett regelaystem for en datorbaserad irne-
hillsanalys av intervjutext: Preliminar manual och.n,i.gra utprovnings-
resultat. /Construction of rules for a computer-based content analysis
of interview texts: preliminary manual and some evaluation data./
Testkonstruktion och testdata, No. 25, 1974.

Bobrow, D. G. Syntactic theories in Amputer implementation. In: Borko, ;I.
Automated language processing. New York; Wiley, ,1967. Pp. 215-251.

Gerbner, G., Holsti, O. R. , Krippendorf, K. , Paisley, W. & Stone ,k P. J.
(Eds. ) The analysis of communication content. Developments in
scientific theories and computer techniques. New York: Wiley, 1969.

Holsti, 0. R. Content analysis for the social sciences and humanities.
Reading: Addison-Wesley, 1969.

Horst, P. Personality: The measurement of 'dimensions. San Francisco:
Jossey-Bass, 1968.

Krippendorf, K. Models of messages: Three proto-types. In: Gerbner et al.
The analysis of communication contents. Developments in scientific
theories and computer techniques. New York: Wiley, 1969. Pp. 69-106.

Willer, G.A. Kornmunilcation och psykologi. /Communication and psychology. /
Stockholm: Beckmans, 1969.

Osgood, Ch. E. , Saporta, S. & Nunnally, J. C. Evaluative assertion analysis.
Litera, 19%, 3, 47-1n.

Schank, R. C. Conceptual dependency: A theory of natural language under-
standing. Cognitive Psychology, 1972, 3 (4), 552-631.

Schank, R. C. & Colby, K. M. (Eds.) Computer models of thought and
language. San Francisco: Freeman, 1973.

Siegel, S. Nonparametric statistics for the behavioral sciences. New York:
McGraw-Hill, 1956. 1

Spiegelman, M., Terwilliger, C. & Fearing, F. The reliability of agree-
ment in content analysis. J. soc. Psychol., 1953, 37, 189-203.

Stone, P. J. The general inquirer: A computex approach to content analysis.
Cambridge, Mass.: The MIT-Press, 1,966-,



A
bs

tr
ac

t c
ar

d
S

R
ef

er
en

ce
 c

ar
d

4.
.

B
ie

rs
ch

en
k,

 1
3.

 A
 c

om
pu

te
r-

ba
s9

ed
 c

on
te

nt
 a

na
ly

si
s 

of
 in

te
rv

ie
w

da
ta

: S
om

e 
pr

ob
le

m
s 

in
 th

e 
co

ns
tr

uy
tio

n 
an

d 
ap

pl
ic

at
io

n 
of

co
di

ng
 r

ul
es

. D
id

ak
om

et
ry

 (
M

a
Sw

ed
en

: S
ch

oo
l o

f 
E

du
-

ca
tio

n)
, N

o.
 4

5,
 1

97
4.

T
hi

s 
re

po
rt

 p
re

se
nt

s 
a 

fl
ow

- 
ch

ar
t o

f 
di

ff
er

en
t s

te
ps

 in
th

e 
de

si
gn

in
g 

of
 a

nA
na

ly
si

s 
of

 C
on

ce
pt

s 
by

 D
at

a
-p

ro
-

ce
ss

in
g 

(A
N

A
C

O
N

D
A

1.
 A

 c
on

de
ns

ed
 p

re
lim

in
ar

y 
ve

rs
io

n 
of

A
V

A
C

O
N

D
A

 is
 p

re
se

nt
ed

 a
nd

 'e
m

pi
ri

ca
l r

es
ul

ts
 o

f 
ap

pl
io

a-
L

io
n 

by
 in

de
pe

nd
en

t c
od

er
s 

ar
e 

gi
ve

n.
In

de
xe

d:
I.

 D
at

a-
pr

oc
es

si
ng

2.
. C

on
ce

pt
 a

na
ly

si
s

3.
 I

nt
er

co
de

r 
ag

re
em

en
t

4.
 I

nt
er

vi
ew

 te
xt

s
5.

 ?
sy

ch
ol

ix
rg

ui
st

i e
s

-d

a 
0

04
 0

a)
0 m

0.
0

C
D

 C tz
t: 0

Pi
er

sc
he

nk
, B

. A
 c

om
pu

te
r-

ba
se

d 
co

nt
en

t a
na

ly
si

s 
of

in
te

rv
ie

da
ta

: S
om

e 
pr

ob
le

m
s 

in
 th

e 
co

ns
tr

uc
tio

n 
an

d
ap

pl
ic

at
io

n 
of

ce
di

ng
 r

ul
es

. D
id

al
co

m
et

ry
 M

al
rn

ä,
 S

w
ed

en
: S

ch
oo

l
of

 E
du

-
ca

tio
n)

, N
o.

 4
-3

7T
97

-1
.


